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Artificial Intelligence
Index Report 2024
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Artificial Intelligence
Index Report 2024

Chapter 2: Technical Performance

State of AI Performance
As of 2023, AI has achieved levels of performance 
that surpass human capabilities across a range of 
tasks. Figure 2.1.16 illustrates the progress of AI 
systems relative to human baselines for nine AI 
benchmarks corresponding to nine tasks (e.g., image 
classification or basic-level reading comprehension).1 
The AI Index team selected one benchmark to 
represent each task.

Over the years, AI has surpassed human baselines on 
a handful of benchmarks, such as image classification 
in 2015, basic reading comprehension in 2017, visual 
reasoning in 2020, and natural language inference in 
2021. As of 2023, there are still some task categories 
where AI fails to exceed human ability. These tend 
to be more complex cognitive tasks, such as visual 
commonsense reasoning and advanced-level 
mathematical problem-solving (competition-level 
math problems).

1 An AI benchmark is a standardized test used to evaluate the performance and capabilities of AI systems on specific tasks. For example, ImageNet is a canonical AI benchmark that features 
a large collection of labeled images, and AI systems are tasked with classifying these images accurately. Tracking progress on benchmarks has been a standard way for the AI community to 
monitor the advancement of AI systems.

2 In Figure 2.1.16, the values are scaled to establish a standard metric for comparing different benchmarks. The scaling function is calibrated such that the performance of the best model for 
each year is measured as a percentage of the human baseline for a given task. A value of 105% indicates, for example, that a model performs 5% better than the human baseline.

2.1 Overview of AI in 2023
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Explaining AI like an Economist

figure reproduced from Ajay Agrawal
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Explaining AI like an Economist

figure reproduced from Ajay Agrawal
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Point vs. System-level Solutions

figure adapted from Joshua Gans

Navigation 
AI

Point Solution: 
Make pro drivers better

System-level Solution: 
Amateurs can be a cab 

driver
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Share of respondents who say their organizations have adopted AI in at least one function, 2017–23
Source: McKinsey & Company Survey, 2023 | Chart: 2024 AI Index report

Industry Adoption
This section incorporates insights from McKinsey’s 
“The State of AI in 2023: Generative AI’s Breakout 
Year,” alongside data from prior editions. The 2023 
McKinsey analysis is based on a survey of 1,684 
respondents across various regions, industries, 
company sizes, functional areas, and tenures. For the 
first time, this year’s version of the McKinsey survey 
included detailed questions about generative AI 
adoption and hiring trends for AI-related positions.

4.4 Corporate Activity
Adoption of AI Capabilities 
The latest McKinsey report reveals that in 2023, 55% 
of organizations surveyed have implemented AI in at 
least one business unit or function, marking a slight 
increase from 50% in 2022 and a significant jump 
from 20% in 2017 (Figure 4.4.1). AI adoption has spiked 
over the past five years, and in the future, McKinsey 
expects to see even greater changes happening at 
higher frequencies, given the rate of both AI technical 
advancement and adoption.

4.4 Corporate Activity

Figure 4.4.1

Artificial Intelligence
Index Report 2024

This section examines the practical application of AI by corporations, highlighting industry adoption trends, how 
businesses are integrating AI, the specific AI technologies deemed most beneficial, and the impact of AI adoption on 
financial performance.

Chapter 4: Economy
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The “in-between times”
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• Today’s AI is Prediction Technology 

• Prediction is important to decision making 

• Decision making is everywhere 

• Prediction  decision making≠

Recap

adapted from Joshua Gans
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• Key question: Is it the 
same person making the 
decision when 
prediction & decision 
making were coupled 
vs. decoupled? 

• If it is not, then this is 
where disruption 
happens 

• Judgment still needs to 
come from people

When do AI Systems become 
Disruptive?

reproduced from Ajay Agrawal
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ChatGPT still requires human judgment.

What about ChatGPT?

adapted from Joshua Gans

ChatGPT writes letter
Prompt: 

“Write me a 
letter…”

Task: Write a letter

Decide to 
send letter

The most skillfull parts aren’t changed
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• Within two months of 
launching ChatGPT set a 
record of growth of 100M 
monthly users 

• It is estimated to have 
400M weekly active users 

• Over 2M developers use 
the platform, including 
>92% of Fortune 500 
companies

Is Generative AI different than 
Predictive AI?

via Contrary Research, OpenAI
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"What you're excited about isn't actually AI; it's user 
experience design. This AI revolution is actually a 
design revolution" 

- Cassie Kozyrkov, CEO at Data Scientific, ex-Chief 
Decision Scientist, Google

Debate Topic
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Prediction Enables GenAI 
GenAI Enables More Prediction

Token 
Prediction

Highly General Systems 
“Programming in English”

Build 
at 

scale

New 
Predictive AI

Build 
at 

scale
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Building Vision Models in Seconds 
with Visual Prompting 

via Landing AI 
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Economic Impact from AI

via McKinsey & Company Report: The economic 
potential of generative AI

Generative AI: $2.6 to $4.4 trillion

Non-Generative AI: $11.0 to $17.7 trillion

The AI people 
consciously 
interact with is 
only a small 
portion of their 
total AI 
interactions over 
the last 10 years
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• OpenAI figured out the scale and UX that made 
foundation models 

- accessible 

- applicable 

• It’s a skill-leveler 

• Anyone can level up by “programming in English”

Why the hype?

via Dell’Acqua et al.

Figure 5: Bottom-Half Skills and Top-Half Skills - Inside the Frontier

Notes: This figure displays the average performance of subjects in the bottom-half performance
distribution in the assessment task (on the left), and those in the top-half performance distribution in the
assessment task (on the right). The bars in green report their performance in the assessment task, while the
bars in blue report their performance in the experimental task. The y-axis is labeled with the average
scores (on a 1-10 scale).

31

Electronic copy available at: https://ssrn.com/abstract=4573321
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Figure 1: The Jagged AI Frontier

Notes: This figure displays the AI frontier as jagged. Tasks with the same perceived difficulty may be on
one side or the other of the frontier. ChatGPT produced this image starting from the authors’ prompts.
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Electronic copy available at: https://ssrn.com/abstract=4573321
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• Dell’Aqua et al. suggest that the 
capabilities of AI create a “jagged 
technological frontier” 

• Some tasks are easily done by AI 

• Others, seemingly similar in 
difficulty level, are outside its 
current capabilities

Where Does it Work? 
The Jagged Frontier of AI Capabilities

via Dell’Aqua et al. (2023)
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• Discern which tasks are best suited 
for human intervention and which 
can be managed by AI 

• Delegate

How to Use AI Systems

adapted from Ethan Mollick

• Don’t just delegate tasks; they 
intertwine their efforts with AI at the 
very frontier of capabilities 

• Alternating responsibilities at the 
subtask level

HUMAN COLLABORATION

Cyborgs integrate AI  
with every task.

Centaurs split tasks between 
AI and themselves.
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“AI use can feel liberating - it does the tasks you want to do least so that 
you can concentrate on the ones you both like best and are best at.”

When to Use AI?

via Ethan Mollick

respondents do not receive higher average grades than raw ChatGPT output that we give
to evaluators to grade, meaning we find no evidence that human editing is improving the
ChatGPT output. This is true even when participants are given strong pecuniary incentives to
do so, in the convex incentives group.

Figure 2: Effects on Grades and Time Across the Initial Grade Distribution

(a) Grade Inequality Decreases

Change in Slope:   -0.243
                95% CI: [-0.08, -0.41]
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(b) Time Taken Decreases Across Grade Distribution

Change in Slope:   -0.999                95% CI: [0.62, -2.61]
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Note: this figure display scatterplots, binning responses in equal intervals, of respondents’ task-2 grade (Panel
(a)) and task-2 time spent (Panel (b)) on their task-1 grade, separately by treatment and control group. Slopes are
calculated through a worker-level regression.
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CHI ’24, May 11–16, 2024, Honolulu, Hawaii Chakrabarty, et al.

Figure 3: Distribution of aggregate TTCW results, in which only the number of tests passed is retained.

(a) Likert plot showing ranking of stories within an individual
group based on all expert preferences

(b) Likert plot showing how often authors attributed the source of the stories
correctly

Figure 4: Relative Evaluation Left �gure showing ranking preference assigned to each story within a group. Right �gure
showing how creative experts attributed any given story from The NewYorker or 3 LLMs to one of the options between An
experienced writer, An amateur writer, or An AI

tests a story passes. We visualize the results of this aggregate mea-
sure in Figure 3. Since the aggregate measure is numerical (ranges
from 0 to 14), we use Pearson correlation to measure agreement
among experts. At this aggregate level, we obtain a correlation(d)
of 0.69, showing strong agreement among experts on the number
of tests a story passes. In other words, even though experts reach
slightly lower agreement on which exact TTCW a story passes or
fails, they achieve strong agreement on the number of tests a story
passes overall. This experimental �nding con�rms the importance
of Design Principle 4, and the need for the tests to be performed as
a set to achieve a reproducible evaluation of creativity for a given
short story. When the objective is to evaluate the broad creativity
in a short story, we recommend that all fourteen tests be admin-
istered as a set by one expert annotator, rather than by di�erent
experts or administering only an individual test, as this increases
the reproducibility of the results.

5.4.3 Comparative Evaluation Results. The �nal portion of the eval-
uation protocol asks expert participants to rank the four shu�ed sto-
ries in terms of subjective preference, as well as guess each story’s
origin between “An experienced writer”, “An amateur writer”, or
“Written by AI”. Figure 4 summarizes the results from this �nal
portion of the study.

Looking at the ranking results, human-written New Yorker sto-
ries were ranked as the most preferred story 89% of the time, while

the GPT-3.5-generated stories ranked as least preferred roughly
two-thirds of the time. When comparing GPT-4 and Claude, Claude
is almost twice as likely to rank as second (behind the human-
written story) and was the most preferred on three of the four
assessments in which the New Yorker story was not chosen as
the most favored. These ranking results con�rm and accentuate
the observation from the test passing rates analysis that Claude
V1.3 generates higher-quality short stories than models in the GPT
family.

The attribution results paint a similar picture, with New Yorker
stories predominantly attributed to an experienced writer, while
LLM-generated stories get attributed to AI or an amateur writer.
Interestingly, Claude V1.3 is more likely to be attributed to an
amateur writer than an AI, whereas GPT3.5 and GPT4 stories are
80%+ attributed to AI. One hypothesis for such behavior could be
that the participants in our study might be more familiar with text
written by OpenAI models, as these models are commercially more
successful, providing an element of surprise to Claude-generated
text.

5.5 What can we infer from expert explanations
of administering the TTCW?

Our annotation e�ort in Section 5.2.2 required experts to not only
annotate for binary labels but also provide a justi�cation paragraph

The skill gaps between writers 
narrows when they use GPT-4 to 
help them (Noy & Zhang, 2023)

But people preferred New 
Yorker stories to AI written ones 

(Chakrabarty et al, 2024)
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• All the GPT-4 class commercial models are capable 
and have their own quirks and advantages/
disadvantages 

• You won’t go wrong with using any of them but I 
recommend >10 hours of experimentation on each 
different platform so that you can understand the 
nuances 

• Then you can choose between them at a task level

Which AI should I use?
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• Both commercial providers and the open source 
community are releasing better models at least every 
six months 

• It is fine to be focused on today, building working AI 
applications and prompts that account for the limits 
of present AIs 

• There is also a lot of value in building ambitious LLM 
applications that will work when “better LLM brains” 
are released in six months

Beyond the Frontier

adapted from Ethan Mollick
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