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What is Artificial Intelligence?



reproduced from Goodfellow et al.
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Explaining AI like a ML Professor
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Explaining AI like an Economist

figure reproduced from Ajay Agrawal
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Explaining AI like an Economist

figure reproduced from Ajay Agrawal
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Prediction is about using information you have to 
generate information you don’t have.



reproduced from Ajay Agrawal
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via npr.org with idea from Joshua Gans
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via Wired



via Public Domain, commons.wikimedia.org

Wreckage of 1907 collapse 1916 collapse

Quebec Bridge between Sainte-Foy and Lévis, Quebec

“We’re seeing collapsing bridges in the machine 
learning space all the time now” — Deborah Raji



What is Machine Learning?



via Medium



via Wikimedia Commons
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“The algorithm was developed to automate thinking,  
to remove difficult decisions from the hands of 
humans, and to solve contentious debates” 

Franklin Foer, World Without Mind
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via Medium



via miro.medium.com

http://miro.medium.com


via Pete Warden Blog



via Google AI



Components of a  
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via ZE 
Perspective
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Most learning algorithms we discuss will be able to 
experience an entire dataset

Datasets
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The Geometry of Data

via Fefferman et al.

990 CHARLES FEFFERMAN, SANJOY MITTER, AND HARIHARAN NARAYANAN

Figure 1. Data lying in the vicinity of a two dimensional torus.

The answer is correct with probability at least 1 − δ. Here, C depends on d alone
and is greater than 1.

The number of data points required (Theorem 1) is of the order of

n :=
Np ln4

(
Np

ε

)
+ ln(δ−1)

ε2
,

where

Np := V

(
1

τd
+

1

εd/2τd/2

)
,

and the number of arithmetic operations is

exp

(
C

(
V

τd

)
n ln(τ−1)

)
.

(Corollary 2 shows that Np is an upper bound on the size of a
√
ετ -net of M.) The

number of calls made to B is O(n2).
We say that such an algorithm tests the manifold hypothesis.
If one wishes to ascertain the mean of a bounded random variable to within ε, it

requires 1/ε2 samples. However, for more complicated questions such as estimating
a manifold to within ε in Hausdorff distance, there are upper and lower bounds of

O(ε
−(2+d)

2 ) [12]. Thus our upper bound of ε−d/2−2 is not far from this bound.
The outline of the paper is as follows.
Section 2 is a brief survey of the literature on manifold learning.
Section 3 introduces sample complexity and has the statement of Theorem 1

which is our main result on sample complexity of testing the manifold hypothesis.
This theorem is about the number of samples needed to fit a manifold of certain
reach, volume, and dimension to an arbitrary probability distribution supported on
the unit ball.

Section 4 contains the proof of Theorem 1. We reduce the problem to a uniform
bound over a space of manifolds relating the empirical risk (or loss) to the true risk
(i.e., expected squared distance between a random point to the manifold). Covering
numbers at small scales play an important role. Here, by a covering number we
mean the minimal size of a finite subset (net) of a manifold M such that every
point of M is within ε of some point of the net. Primary tools include the Johnson-
Lindenstrauss lemma, the Vapnik-Chervonenkis theory (Lemma 3 and Lemma 4),
and tools from empirical processes (Lemma 5 and Lemma 6).

Licensed to Mass Inst of Tech. Prepared on Wed Mar 22 10:17:40 EDT 2017 for download from IP 18.9.61.112.
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use
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Disentangling Factors of Variation

via mmlab.ie.cuhk.edu.hk

http://mmlab.ie.cuhk.edu.hk


reproduced from Goodfellow et al.
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reproduced from Goodfellow et al.
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Machine Learning Flow

Input 
(example)

ML 
Model

Outputs 
(e.g. Predictions, 

Decisions, 
Visualizations)



21 Mar 2025 /  
GTLLI ･ Intro to AI & ML / G Taylor 

30

Induction

via ciml.info

decision trees 9

questions on the exam. This tests whether Alice has the ability to
generalize. Generalization is perhaps the most central concept in
machine learning.

As a concrete example, consider a course recommendation system
for undergraduate computer science students. We have a collection
of students and a collection of courses. Each student has taken, and
evaluated, a subset of the courses. The evaluation is simply a score
from �2 (terrible) to +2 (awesome). The job of the recommender
system is to predict how much a particular student (say, Alice) will
like a particular course (say, Algorithms).

Given historical data from course ratings (i.e., the past) we are
trying to predict unseen ratings (i.e., the future). Now, we could
be unfair to this system as well. We could ask it whether Alice is
likely to enjoy the History of Pottery course. This is unfair because
the system has no idea what History of Pottery even is, and has no
prior experience with this course. On the other hand, we could ask
it how much Alice will like Artificial Intelligence, which she took
last year and rated as +2 (awesome). We would expect the system to
predict that she would really like it, but this isn’t demonstrating that
the system has learned: it’s simply recalling its past experience. In
the former case, we’re expecting the system to generalize beyond its
experience, which is unfair. In the latter case, we’re not expecting it
to generalize at all.

This general set up of predicting the future based on the past is
at the core of most machine learning. The objects that our algorithm
will make predictions about are examples. In the recommender sys-
tem setting, an example would be some particular Student/Course
pair (such as Alice/Algorithms). The desired prediction would be the
rating that Alice would give to Algorithms.
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Figure 1.1: The general supervised ap-
proach to machine learning: a learning
algorithm reads in training data and
computes a learned function f . This
function can then automatically label
future text examples.

To make this concrete, Figure 1.1 shows the general framework of
induction. We are given training data on which our algorithm is ex-
pected to learn. This training data is the examples that Alice observes
in her machine learning course, or the historical ratings data for
the recommender system. Based on this training data, our learning
algorithm induces a function f that will map a new example to a cor-
responding prediction. For example, our function might guess that
f (Alice/Machine Learning) might be high because our training data
said that Alice liked Artificial Intelligence. We want our algorithm
to be able to make lots of predictions, so we refer to the collection
of examples on which we will evaluate our algorithm as the test set.
The test set is a closely guarded secret: it is the final exam on which
our learning algorithm is being tested. If our algorithm gets to peek
at it ahead of time, it’s going to cheat and do better than it should. Why is it bad if the learning algo-

rithm gets to peek at the test data??The goal of inductive machine learning is to take some training

http://ciml.info
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Training vs. Testing
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Training vs. Testing
Training Stage (Learning) 
Data is fed to model, parameters (degrees of freedom) are updated 
Typically takes a long time 
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Training vs. Testing

Testing Stage (Deployment) 
Parameters frozen, model consumes data, produces outputs 
Typically very fast (e.g. real time!) 

Training Stage (Learning) 
Data is fed to model, parameters (degrees of freedom) are updated 
Typically takes a long time 
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Training vs. Testing

Testing Stage (Deployment) 
Parameters frozen, model consumes data, produces outputs 
Typically very fast (e.g. real time!) 

Training Stage (Learning) 
Data is fed to model, parameters (degrees of freedom) are updated 
Typically takes a long time 

Note that systems may undergo additional learning  
after deployment



Comparing Traditional Software Systems 
to Machine Learning Systems
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Distributional Shif

via Wikimedia Commons



via MIT Sloan Management Review



via Tax Executive





via kdnuggets.com

http://kdnuggets.com
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Who is responsible if something goes wrong? 

• Researcher who authored the learning algorithm? 

• ML engineer who implemented the algorithm? 

• Customer who supplied the data? Person who 
collected it? 

• Person who acts on the prediction?

Governance and Liability





Machine Learning Tasks
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Learning is not the Task

via ciml.info

decision trees 9

questions on the exam. This tests whether Alice has the ability to
generalize. Generalization is perhaps the most central concept in
machine learning.

As a concrete example, consider a course recommendation system
for undergraduate computer science students. We have a collection
of students and a collection of courses. Each student has taken, and
evaluated, a subset of the courses. The evaluation is simply a score
from �2 (terrible) to +2 (awesome). The job of the recommender
system is to predict how much a particular student (say, Alice) will
like a particular course (say, Algorithms).

Given historical data from course ratings (i.e., the past) we are
trying to predict unseen ratings (i.e., the future). Now, we could
be unfair to this system as well. We could ask it whether Alice is
likely to enjoy the History of Pottery course. This is unfair because
the system has no idea what History of Pottery even is, and has no
prior experience with this course. On the other hand, we could ask
it how much Alice will like Artificial Intelligence, which she took
last year and rated as +2 (awesome). We would expect the system to
predict that she would really like it, but this isn’t demonstrating that
the system has learned: it’s simply recalling its past experience. In
the former case, we’re expecting the system to generalize beyond its
experience, which is unfair. In the latter case, we’re not expecting it
to generalize at all.

This general set up of predicting the future based on the past is
at the core of most machine learning. The objects that our algorithm
will make predictions about are examples. In the recommender sys-
tem setting, an example would be some particular Student/Course
pair (such as Alice/Algorithms). The desired prediction would be the
rating that Alice would give to Algorithms.
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Figure 1.1: The general supervised ap-
proach to machine learning: a learning
algorithm reads in training data and
computes a learned function f . This
function can then automatically label
future text examples.

To make this concrete, Figure 1.1 shows the general framework of
induction. We are given training data on which our algorithm is ex-
pected to learn. This training data is the examples that Alice observes
in her machine learning course, or the historical ratings data for
the recommender system. Based on this training data, our learning
algorithm induces a function f that will map a new example to a cor-
responding prediction. For example, our function might guess that
f (Alice/Machine Learning) might be high because our training data
said that Alice liked Artificial Intelligence. We want our algorithm
to be able to make lots of predictions, so we refer to the collection
of examples on which we will evaluate our algorithm as the test set.
The test set is a closely guarded secret: it is the final exam on which
our learning algorithm is being tested. If our algorithm gets to peek
at it ahead of time, it’s going to cheat and do better than it should. Why is it bad if the learning algo-

rithm gets to peek at the test data??The goal of inductive machine learning is to take some training

http://ciml.info
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Classification

Assignment of inputs to one or more known categories.

Examples: 
• Object recognition 
• Scene labeling 
• Medical diagnosis 
• Ad click-through prediction 
• Tagging news articles 
• Spam filtering 
• Gesture recognition

North Myo Armband Technology
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Regression

Prediction of one or more real-valued quantities.

Examples: 
• Age prediction 
• Plant or soil health from aerial imagery 
• Forecasting (e.g. weather, financial) 
• Pose estimation

via catherinedong.com

http://catherinedong.com
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Clustering
Assignment of inputs to unnamed groups (“clusters”) such 
that  objects in the same group are similar.

Examples: 
• Exploratory data mining 
• Plant and animal ecology 
• Human genetic clustering 
• Grouping of shopping items 
• Market research 
• Semi-automated grading

Image credit: Huang et al. 2013 “Codewebs: a Pedagogical Search Engine 
for Code Submissions to a MOOC”
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Anomaly detection
Sift through a set of events or objects and flag some 
as unusual or atypical. 

Examples: 
• Manufacturing process inspection 
• Cybersecurity (e.g. network attacks) 
• Credit card fraud detection

Sift Science Suspicion Score
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Generation

Still may require  
human-in-the-loop (judgement)

Examples: 
• Image/Speech/Text Synthesis 
• Image-to-Text (captioning) 
• Text-to-Speech 
• Text-to-Text (e.g. smart compose)

Creation of high-dimensional 
output, often conditional on input.
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Generation

Still may require  
human-in-the-loop (judgement)

Examples: 
• Image/Speech/Text Synthesis 
• Image-to-Text (captioning) 
• Text-to-Speech 
• Text-to-Text (e.g. smart compose)

Creation of high-dimensional 
output, often conditional on input.



The Machine Learning Experience
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Supervised Learning

via parentscafe.org
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Experience a dataset containing features, but each 
example is also associated with a label or target

Supervised Learning Algorithms
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Columns represent features
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Experience a dataset containing features, but each 
example is also associated with a label or target

Supervised Learning Algorithms
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via New York Times
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Unsupervised Learning

via thetimes.co.uk

via parentscafe.org

http://parentscafe.org


Today’s large language models often use 
“self-supervised” learning in the form of 
masked language modeling (pictured) or 

next-token prediction 
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Reinforcement Learning

via Jamie Campbell from Emsworth (nr Portsmouth), U.K - Falling down
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Blurred Paradigms
Unsupervised and supervised learning are not completely 
distinct or formal concepts. 
Other variants of the learning paradigm are possible.

Examples: 
• Semi-supervised learning 
• Self-supervised learning 
• Deep reinforcement learning

Google DeepMind’s AlphaGo 
A Hybrid of Several Learning Paradigms 

+ Some “Brute Force”



via ArsTechnica



Machine Learning Research Group 
@ University of Guelph: www.gwtaylor.ca

Thank you: 
• Vector Institute for Artificial Intelligence 
• Gov. Canada through New Frontiers in Research Fund Transformation 
• Canada Research Chairs 
• NVIDIA 
• CIFAR 
• Natural Sciences and Engineering Research Council 
• Canada Foundation for Innovation 
• Ontario Research Fund

CARE-AI 
@ University of Guelph: www.care-ai.ca

http://www.gwtaylor.ca

